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The Founders

OpenAl was founded in 2015 by a group
of high-profile individuals in tech, including:

Elon Musk

Sam Altman
qreg Brockman
(lya Sutskever
Johwn schulman
wWojciech Z aremba

what Ls GPT?

* Full from of GPT: Generative Pre-Trained Transformer.
« A language model that uses deep learning to generate text
* We give it initial text (the prompt) awd it produces text to continue the prompt.

e.9.
Prompt
why did the chicken cross the
My favorite food is:

Translate from English to Fremeh:
snails =>

whrite a tagline for a doggy day care

write 2 sentences expLaiwf,wg actol
rawn to a toddler

Correct this to standard English:
She wo have wo money

Outp ut
roaol?
pizza !

escargots

Cozy, safe and Fuwn for
Your Furry Friend!

Actd ratw Ls rain that has actos
Ln Lt, which malkes Lt a Little bit
yucky. Actd rain can hurt trees
and other plants, and even give
us coughs Lf the atr is full of it.

She doesn't have any money.



The 2 wa Ys we can "talk" to GPT wodels

Cowmpletion Chat
* Expects a single text prompt * Expects a list of messages in a chat-based format
* Boes not support GPT-4 * Supports GPT-4
How?

GPT—4 is based on a type of newral network called a transformer.

* Transformers are a deep Learning model that excel at processing sequential data.
(Like natural Language text!)

Newral Networlks Hidden

* Newral networks are a category of LWPWC - Ouctouct
models that ave very good at analyzing ayer la :Pr
complicated data types. J
* They consist of Layers of connected
nodes that can "fire" Llike newrons -
passing data to other nodes. 7

A Simple Newral Network

N\

There are many different types of newral networks

* Convolutional Newral Networks work great for analyzing mages

* Recurrent Newral Networks work well at text processing and translation
* Transformers (what we care about)

Recurrent Neural Networks

RNNs work sequethaLLg, processing text one word at a time, but they have some
problems:

* They're not great at analyzing large pieces of text.

* They're slow to traiw. This means they can't be trained on huge amounts of data
easily.

* Training can't be parallelized because they process sequentially.




Transformers

* Transformers are a reLatlveLH recewt approach (2017)

* Transformers process the entirve input at once, rather than sequentially, meaning
there is less risk of "forgetting" previous context.

* This means they can be trained in parallel!

* Transformers introduced a couple key innovations

Positional § Self Bncoding Attention

Positional Encoding

- instead of dealing with each word sequentially, one at a time, transformers
encode positional data

* Before feeding each piece of the twput tinto the mwewral network, we label it with
positional information

* Word-order information is stored in the actual data ttself rather thaw in the
network structure

* The network Learns the significance of word-order from the data itself

Attention

* Attention bn a newral network Ls a mechanism that allows the network to
selectively focus ow certain parts of iwput data, while ignoring others

* Think of how humans focus owr attention on certain aspects of the world, while
filtering out Lrrelevant tnformation

* Attention allows the network to focus ow parts of the input data and dynamically
asjust its focus as Lt processes the data

* There are different attention mechanisms but most bnvolve computing an
attention score for each piece of input data

* These scores are thew used to compute a welghteo sum or average of the input
elements

But How??
How does the meodel "kunow" what words it should "attend" to?

(t's Llearned over time from lots and lots of data. with enough data, the model
Learns the bastes of grammar, word order, ete.



S&Lf-AtteWclow

* Self-attention is one of the key innovations that makes the transformer model so
effective

* n self-attention, each element in the input sequence Ls compared to every other
element in the sequence, and a set of attention welghts is computed based on the
similarity between each pair of elements

* The "self" in self-attention refers to the the same sequence which is currently
betng encoded.

The The L e

animal animal animal

didn't didn't didn't didn't

cross cross Ccross Cross

the the the the

street street street

because because because because
it it

was was was was

too too too too

tired tired wide wide



opewAL Models

(PALL-E: generates and edits images

Whisper: converts audio to text

Moderatiom: detects safe and unsensitive text

GPT=2: understands and generates natural Language

GPT=215; set of wmodels of that Lmprove upon GPT-2

GPT4: The Latest and wmost advanced version of OpenAl's large Language model

Training
« GPT-3 was trained on over 45TB of text data
* Nearly 500 billiow tokens of training data
Open Al has not released Lnformation on the training of GPT-4
Size
* GPT-3 is absolutely massive compared to GPT-2 GPT-3 has 75 billion
parameters and takes 2009b just to store the model itself

@ That's 200gb of basically nwmeric data that

forms the mooel.

* It cost over 4.6 wmillion in GPU costs to initially train GPT-2
- OpenAl has not released the technical details of GPT-4

GPT-2.5
GPT-3.5 is wot aw entirely wew wmodel. (t's a finely-tuned version of GPT-3
developed in 2022 and traitned on data through 2021.

GPT—4

GPT4 is a HUGE new model that is currently in beta. You must join a waitlist
awd be approved to gain access to GTP-4 via the APIs.




Tokewns

* Tokewns are essentially pieces of words (though sowee tokens are full words)
* A token on average is ~4 characters of English text.

Prit_}iwg_
* Open. Al charges based on tokens.

* It adds together the tokens in Your prompt plus the tokens in the output it returns.
* Different models are priced differently:

“text-davinei-00z: $0.02 / 1K tokens

* text-curie-001: $0.002 / 1K tokens

* text-babbage-001: $0.005 / 1K tokens

* text-aoa-001: $0.0004 / 1K Tokens

* GPT-3.5-turbo: $0.002 / 1K tokens
*(GPT-4 Modlels: $£0.06 - $0.12 / 1K Tokens



Prompt Destgn

Main lnstructions - a task You want the model to perform
Data - any bwput data (if weccssarg)
Output lnstructions - what type of output do You want? what format?

Provide clear Lnstructions
compLete the sentence:
Humans are

Use a separator to designate instructions ano tnput
##H Instructlon ###

Translate the text below to Fremch:

Text: "t am a huge Loiot”

Reduce "fluffy" language. Be precise

ln 3-4 sentences, explain the role of the Supreme Court tn US
politics. The explanation should be geared towards midolle-
schoolers

Be specific about Your desired output

Extract the place mames in the following

Desired format:

Places: <comma_separated_List of places>

The company is credited with revolutionizing the tourism industry
however it has also beew the subject of intense criticism by residents
of tourism hotspot cities Like Barcelona, Venice, ete. for enabling an
wnaffordable tnerease in home rents, and for a lack of regulation.”



Some APl Parameters

Temperature
« Avatuefrom 02, though most oftew between 0 anol 1

* tts default value is 1
* Controls the randommness of the output. Higher values are wmore random, Lower
values are more deterministic

Top P
* An alternative to sampling with temeperature, called niuclews sampling its

default value is 1
* Like temperature, top p alters the "creativitg" and randomness of the output.

Frequewcg Pena Ltij

* A number from FE2¥0 20

* Defaults to o

* Positive values penalize new tokens based on their existing frequency in the text
so far, decreasing the model's Likelihood to repeat the same Line verbatim.

* If you want to reduce repetitive samples, try a penalty from 0.4 -1

* To strongly suppress repetition, You can increase it further

* BUT this can lead to bad guality outputs Negative values increase the Likelyhooo
of repetition

Presewnce Pena Lta

* A number fromgatoan
d e:fau[ts too

* Positive values penalize new tokens based on whether they appear Lw the text so
far, inereasing the model's Likelihood to talk about new topics.

* Presence penalty is a one-off additive contribution that applies to all tokens that
have been sampled at Least once

* Frequency penalty s a contribution that is proportional to how oftew a particular
token has already been sampled




ChatgP1T AP

* The ChatgPT APl allows us to use@pt-2.5-turbo and gpt-4.
(t uses a chat format designed to make multi-turn conversations easy.

* It also can be used for any single-turn tasks that we can with the completion
APL

completion API Chat APl
openai.Completion.create ( openai. ChatCompletion.create
model="text-davinci-00z" moolel ="gpt-=.5-turbo" ,
prompt="tell me a joke" messages=1
) {"role": "user", "content": "tell wme a jokee"}
1
)
Messa gE€s

- Thechat APl expects a List of messages rather thaw a single text
prompt.

* Messages must be an array of wmessage objects, where each
object has:
@ al*role’, set to:
- "sgs’cem“,
-"user",
- "assistant"
@ content” (the content of the message)



DALL-E

* DALL-E is a neural network-based image generation system.
* It generates bmages from text prompts.

* To train DALL-E, OpenAl used a dataset of over 250 wmillion images and
associatedl text descriptions.

response = openat. mage. create (
prompt="a dancing pickle",
nw=1,

Slze="1024 X1024"

)

tmage_url = responsel 'data 1[o][ 'wrl’]

mage Stzes

* The PALL-E APl only supports square images of the
following sizes:

- 256x256 pixels
- 512x215 pixels
- 1024x1024 pixels
The smaller the tmage, the faster it is to generate



wWh Lsper

* Whisper Ls OpenAl's speech recognition moolel.
* It can perform speech recognition, translation, and language Ldentification
* It costs $£0.006 / minute (rownded to the nearest second)

Embeddings
- Ewbeddings are numerical representations of text concepts converted to nuwmber

sequences

* They make it easy for computers to understand the relationships between those
concepts.

* OpenAl has an embedding wmodel called text-embedding-ada-002.

* Glven some bnput text, it returns an embedding as a 1536 dimension vector.

* We caw store these embeddings and thew use them to perform searches,
recommendations, and more.

Ewmbedding
Model

pickled feet =3

-0.004 I I -0.001 I I II 0.032 I

(wpwc Text Text as vector



